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Abstract

We consider the problem of locating a robot in an initially-unfamiliar environment from visual input. The robot is not given a map of the environment, but it does have access to a limited set of training examples each of which specifies the video image observed when the robot is at a particular location and orientation. Such data might be acquired using dead reckoning the first time the robot entered an unfamiliar region (using some simple mechanism such as sonar to avoid collisions). In this paper, we address a specific variant of this problem for experimental and expository purposes: how to estimate a robot's orientation (pan and tilt) from sensor data.

Performing the requisite scene reconstruction needed to construct a metric map of the environment using only video images is difficult. We avoid this by using an approach in which the robot learns to convert a set of image measurements into a representation of its pose (position and orientation). This provides a local metric description of the robots relationship to a portion of a larger environment. A large-scale map might then be constructed from a collection of such local maps. These maps express the statistical relationship between the image measurements and camera pose. The conversion from visual data to camera pose is implemented using multi-layer neural network that is trained using backpropagation. For extended environments, a separate network can be trained for each local region. The experimental data reported in this paper for orientation information (pan and tilt) suggests the accuracy of the technique is good while the on-line computational cost is very low.

1 Introduction

In many cases, a complete and accurate map of an environment is a useful tool for navigating within it. In general, however, it is difficult to acquire and maintain a complete metric map of the entire environment of an active agent such as a person or a robot. In many cases a priori maps are unavailable and they are almost never complete. Most simple devices for measuring position and distance are relative measurement tools (e.g. odometers). Furthermore, unavoidable errors in estimates of orientation, distance accumulate with successive motions and make the general problem of maintaining an accurate absolute coordinate system very difficult (Dav86).

In order to avoid the problems of maintaining a globally accurate metric map of the world, we suggest mapping the world as a connected set of local regions for which metric spatial information is available. In some instances it may be possible to produce a map which is completely covered by such "well-mapped" regions. In other environments, there may be substantial portions of the environment for which only partial or qualitative metric information is available. It is often sufficient to model an environment in terms of familiar local regions and the interconnections between them (KB87; DJMW91; BD90; Har87). If the robot is able to sense its location accurately within a familiar region, it can
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compensate for the cumulative errors that result from uncertainties in its movements as it travels within and between regions. For example, in an environment composed of tiled offices linked by carpeted hallways, it may be impossible to accurately measure distances along the hallway due to slippage of the robot's wheels. Nevertheless, it may be possible to navigate between offices using simple control strategies such as wall following. Thus, the offices might permit locally accurate spatial estimation within each one independently while the hallway linking them would have to be represented only at a topological or graph-theoretic level (see figure 1).

Even where regions with local metric structure are of little utility in and of themselves, they can be of great utility for qualitative exploration. Each one can provide positional re-calibration that would allow a robot using simple control strategies to avoid straying too far from a desired path. Kuipers referred to such re-calibration in general terms as rehearsal procedures that would move a robot to a reference position from a nearby starting point (and suggested they could be accomplished by local functional minimization, similar to perceptual serving) (KB87). Other work on graph mapping pre-supposes that from specific locations in the world, appropriate selections of which direction or doorway or path to move along can be determined (DijMw91; BD90). The ability to locally define a metric coordinate space is a somewhat more general solution to this problem of finding reference points.

In this paper we assumed that the robot knows which local region it is in and we focus on the problem of converting the current visual input into an estimate of the local pose (position and orientation). We ignore the issue of how a large environment is divided into local regions, though there is relevant recent work on neural networks that automatically decompose complicated functions into a number of simpler functions (JNH91). We concentrate, rather, on the problem of using visual input data to recover the pose of the camera within a (local) environment that has been previously visited. This type of approach has been proven useful in the context of position from (very noisy) sonar data1 and is somewhat related to work of model-based position estimation from image data (BR93; KMK93). Unlike model-based methods, however, it does not depend on the selection of specific robust geometric features or a good initial estimate of the camera's position.

The mobile robot which is used can carry a camera mounted on a two degree-of-freedom pan-tilt unit as shown in figure 2. Since it is laborious to collect data that is accurately labelled with position, results are reported for data collected by changing pan-tilt positions only, without any robot's movement. This allows more accurate estimates of the methods actual performance. The same technique can be also applied to estimating translational parameters, and that the results described here generalize to this closely related problem. Preliminary data for Cartesian position (translation) is promising but its analysis is more involved and is not considered here.

2 Converting images directly into locations

Correctly recovering the environmental structure using only image data is well known to be an extremely difficult and computationally costly problem. Instead, our approach extracts the robot's location from the raw measurements without using any explicit model of the locations of surfaces in the environment. The "perceptual structure" (as opposed to physical 3-D structure) of a local region is recorded by statistically encoding image properties as a function of position. As presented here, we accomplish this with visual input data acquired at fixed robot positions. This is performed by computing a collection of statistical descriptors from
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1This work was carried out with the first author and G. Hinton.
images, i.e. global features. This collection of features is used to train an artificial neural network specialized to the current region in space. This network is then used to determine the orientation of the camera from an image given that the robot is within the correct region of the environment. Thus for an input feature vector $\vec{d}$ a network output

$$\vec{N}(\vec{d}) = (\theta, \phi)$$  \hspace{1cm} (1)

can be determined, where $\theta$ and $\phi$ are the pan and tilt angles of the camera. The consequence is that orientation information can be recovered without the use of explicit models that account for the solution of the scene reconstruction problem. In addition, very limited on-board computation is need to produce the position of the camera using a previously trained neural network. (Although training itself may involve substantial computation cost this can be performed off-line.)

2.1 Perceptual structure

Images were input to the network encoded as a small collection of global statistical measurements. The measurement features were derived from edge images (computed using a Canny's edge operator (Can86)) to minimize the effects of luminance variations. Global statistical descriptors were used to minimize the dependence of the algorithm on either any specific object in the scene or any specific assumptions about image or scene structure; The perceptual structure associated with a position in space hence consists of the following measurements:

- Edge densities in the whole image and selected sub-regions of the image;
- Centroid of the edge distribution;
- Standard deviation of edge distributions at several scales;
- Mean edge orientations in the whole image and selected sub-regions;
- Densities of lines at several orientations (sampling orientation space).

where the selected sub-regions are referred to the areas shown in the figure 4. There is little doubt that some of these features are more useful than others. The questions of what features are most appropriate are currently being examined. Note that using an excessive number of such features (or too many hidden units in the network) has undesirable consequence for the number of weights within the network as well as for the number of training example required (or, in general, the Vapnik-Chernovenis dimensionality of the problem (VC71; BEHW86)).
Figure 3: Vector of output units (shown as rectangles) representing true (target) pan position (first 41 units) and tilt position (next 18 units) is shown in top half of window. The lower half of the window shows 3 rows of unit activities: the first and longest row is the network's output for this input feature vector (note its closeness to the target vector). The second row is the hidden unit activities, the third is the input vector of features. Activity is coded as the area of the white blob.

Figure 5 and 6 below show an example of input image and its associated edge map.

Figure 5: An image obtained from the camera.

Figure 6: The edge map for the above input image.

2.2 The design of the neural network

The backpropagation algorithm (RHW86) was used to optimize the weights of a three-layer neural network that converts a visual input feature vector into an estimated camera position. The input layer of the network has 23 units whose activities represent the current visual input measurements. The hidden units in middle layer allow the network to compute non-linear functions of the inputs, they have sigmoidal activation functions, and by adapting their incoming weights they can learn to extract a set of features that are useful for estimating camera position. The output layer is composed of sigmoidal units that represent the estimated pan and tilt positions of the camera.

Two one-dimensional array of output units were used. One array contains 41 "radial basis" units whose combined activities encode one pan position. Another array
contains 18 units for one tilt position. The units in the array correspond to one-dimensional Gaussian, each with a different mean, \( \tilde{\theta}_i \) for pan and \( \tilde{\phi}_i \) for tilt. The desired activity of a unit is proportional to the probability density of the true coordinate value under its Gaussian. So when the network has learned the task, a roughly Gaussian blob of activity in each array centered at the correct pan or tilt position value is expected as shown in figure 3. If we sample the pan (or tilt) coordinate smoothly throughout its range, the corresponding peak in the output encoding moves through the set of units describing its value. Network outputs are computed by summing the products of the means \( (\tilde{\theta}_i, \tilde{\phi}_i) \) and output values \( o_i \) for each output unit:

\[
\theta = \Sigma_{i\in \text{pan units}} o_i \tilde{\theta}_i
\]

and

\[
\phi = \Sigma_{i\in \text{tilt units}} o_i \tilde{\phi}_i.
\]

After training, inputs for which the output vector is inconsistent with a Gaussian distribution are rejected, thus eliminating some cases that would otherwise be in error.

A more natural representation might be to use full two-dimensional connections and hence much more training data. This would permit the encoding of situations where two configurations produced similar images of feature vectors. This is impractical, however, because it would lead to more connections in the network and many more weights. In particular, since we anticipate using this approach for higher dimensionality problems (translation and orientation) the full non-separable encoding as an array would become very impractical needing far too many training examples (VC71)).

To preclude over-fitting, a cost function that includes both the error in the output and a “weight-decay” term that penalizes large weights (HS87) was minimized.

\[
C = \sum_{c} \sum_{j} (y_{j,c} - \hat{y}_{j,c})^2 + \lambda \sum_{i} w_i^2
\]

where \( c \) is an index over training cases, \( j \) is an index over output units, \( y_{j,c} \) is a desired output, \( \hat{y}_{j,c} \) is an actual output, and \( w_i \) is a weight. We found that the best performance was obtained with \( \lambda = 0.00001 \).

Backpropagation was used to compute the derivative of \( C \) with respect to each weight in the network and a conjugate gradient method was then used to update the weights. The number of weight updates required was typically between 2000 and 6000.

2.3 Data collection

The neural network was trained and tested on data collected by moving a two degree-of-freedom pan-tilt unit which mounted a camera. Real data was obtained by incrementally moving the pan-tilt unit in small steps (\( 3^\circ \)) with respect to each axis of rotation and then stopping and collecting one or more images. The collected data was separated into a training set and a test set which was composed of the readings from every 7th position. This test set was used to assess the performance of the neural network. The largest data set used had a total of 270 images collected from 270 different pan-tilt positions.

3 Performance

The figures below illustrate representative results for a region using the real robot environment by moving the pan-tilt units (Figures 7 and 8). The number of hidden units in the network is important for accurate results. Our results suggest roughly 50 hidden units are suitable. Good results with larger number of units can likewise be obtained provided weight-decay is used to avoid overfitting. Under these conditions, our networks have been able to recover pan-tilt positions from visual input data with average accuracies of \( 0.3^\circ \) for training data, and \( 2.3^\circ \) for test data with input data that is accurate to within roughly thirty arc-minutes (i.e. the accuracy is better than the sample acquisition density).

The error distribution for the example above is shown in Figure 9 and Figure 10. These figures show that error per example for cases used for training and for testing (but not training). Note that the curves are shallow and rise only near their tails; this indicates that only a small percentage of cases accounts for a disproportionately large amount of the total error. This further suggests that if these cases were detected and rejected using the consistency measure proposed in the next section, the actual error accrued in practice would be smaller still. It is suspected that many of the occasional large errors are due to that some non-adjacent camera positions have similar perceptual structures. In such cases, the actual output of the net would be bimodal and it could be disambiguated by using rough positional information from
Figure 7: Plot showing error in estimated position as a function on camera position. For each image data, a line connects a circle at the true camera position to a cross drawn at the estimated position. Training data are shown.

Figure 8: Plot showing the discrepancies between true camera positions and positions estimated by the neural network for test data (test data was not used in the training). For each test data, a line connects a circle at the true position to a cross drawn at the estimated position.

Figure 9: Euclidean position error (vertical axis) estimated by the network as a function of case number (horizontal axis, sorted by error) for training data. Most of the error is concentrated in a few cases.

4 Discussion

Although by-and-large the quality of the results from the network is good, there seem to be occasional outliers in the position estimates that have large errors. These may be due to views that have degeneracies that makes position estimation impossible, for example view that contain insufficient features or that resemble other views. Although some of these may be detectable *a priori* (such example views with no features), there remains the possibility that incorrect estimates will sometimes be produced. This potential difficulty can be resolved by exploiting the fact that dead reckoning is accurate over small intervals in space or time, the method is related to both Kalman filtering and median filtering (LDW92; RK76).

For small motions, robotic vehicles or manipulators can usually accurately recover their motion parameters. For two images acquired with an orientation separation known from dead reckoning by \((\delta(\theta), \delta(\phi))\), we have collections of images features \(\tilde{d}_1\) and \(\tilde{d}_2\), we can estimate \(\tilde{N}(\tilde{d}_1) = (\theta_1, \phi_1)\) and \(\tilde{N}(\tilde{d}_2) = (\theta_2, \phi_2)\). Thus we can define the **consistency** of a pair of measurements
For each array of 59 output units, we use a "soft-max" non-linearity that forces the output activities to form a probability distribution. Instead of the usual sigmoid non-linearity for each output unit, we define the output the \( j \)th output unit to be

\[
\hat{y}_j = \frac{e^{x_j}}{\sum_i e^{x_i}}
\]

(7)

where \( x_j \) is the total input that unit \( j \) receives from the layer below. This guarantees that the outputs sum to 1 and lie in the range \([0, 1]\). For each coordinate, the pan-tilt unit has a probability distribution over pan-tilt position values at time \( t \). This can be updated to get a predicted distribution at time \( t + 1 \) by using knowledge of the pan-tilt controller's motion. Since the motion is slightly uncertain, the predicted distribution at \( t + 1 \) has slightly higher entropy than the distribution at \( t \). This entropy can be reduced by combining the predicted distribution with a distribution based on the current visual input that is provided by the neural network. The obvious combination rule is to multiply together the corresponding probabilities in the two distributions and to re-normalize. This, however, makes unreasonable independence assumptions. For example, if the pan-tilt unit simply stays in one position, we do not want its distribution to become infinitely sharp. We therefore need to allow for the correlated errors in the position estimates at nearby positions.

It is likely that more sophisticated models for relating the robot pose to the statistical features could be developed and implemented within this framework. A further extension might be the use of "online bootstrap learning" to accomplish the image-to-position learning without many training examples. This would have the additional advantage of allowing the robot to adapt to changes in the environment without requiring the collection of additional training data. This ability would stem from the fact that the knowledge of the motion provides a consistency constraint that must be satisfied by the position estimates at successive times.

5 Conclusions

We have described a technique for computing camera position from image data. The example we have described is based on recovering the orientation parameters of a camera. This approach to estimating camera position has the advantage of not requiring either an \textit{a priori} model of the environment nor an environment

\[\gamma = \sum_{i=1}^{n-1} || \vec{N}(\vec{d}_i^2) + (\delta(\phi), \delta(\phi))_{i,i+1} - \vec{N}(\vec{d}_{i+1}) || \]

(6)

where \((\delta(\phi), \delta(\phi))_{i,i+1}\) is the camera offset between steps \( i \) and \( i + 1 \). When the value of inconsistency is high, it is likely that one or more of the position estimates is in error and should be rejected. This approach can readily be generalized to arbitrary robot verification trajectories including combined rotational and translational motion\(^2\). Measurements that are not consistent can thus be discarded.

We have largely ignored the issue of how to best integrate the pan-tilt position information acquired from the current visual input with the position that can be inferred from the previous pan-tilt position and the pan-tilt controller's motion. Several approaches are possible, including the use of an Extended Kalman filter to integrate estimates over time (and combine odometry).

\(^2\)A variety of more sophisticated fitting methods could also be used for computing inconsistency, but this does not appear necessary.
that is consistent with some simple model of scene or object geometry. The basis for the position estimate is an inferred statistical relationship between a collection of global parameters extracted from an edge map and the camera’s position over a set of training examples. In practice, a neural network is used to accomplish the computation. As such, it also allows camera position to be recovered rapidly.

The accuracy of this method is good, but for simple structured it is probably not as good as model-based pose estimation. Where it will be superior is for environments that are too complex or poorly structured for model-based methods, where a prior pose estimate is unavailable, where computational cost is a major factor or, perhaps, where local structures (as used in model-based methods) are not sufficiently reliable.

In continuing work, it appears that this approach is extensible to the estimation of robot translation as well as orientation. Advantages over landmark-based methods are the reduced reliance on any single landmark and the system’s ability to automatically learn the relationship between its percepts and the environment.
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