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Abstract
We propose the computation model of the eye movement based on the short-term memory. We also applied this model to simulating the human eye movement in reading. We use the foveated vision that the resolution is high in the center of the retina and is low in the periphery of it to simulate human eye movement. It is reported that the viewpoint moves to the first word of next line from the end of line in a moment. But we cannot identify the first word of the next line in the end of line, because the resolution is too low in the periphery of the retina. It is reported that only four characters can be identified in the case of using the foveated vision. We introduce the short-term memory to identify the first word of the next line in the end of line. The viewpoint can be moved to the first character of next line using the image which is integrated the foveated images saved from the first word identified in the line. We call it the short-term memory image in this paper. These mechanism is also used the eye movement that we see a word more than two times. If the edge features derived from the short-term memory image in the current word is over the threshold, the viewpoint moves to next word. If not, the viewpoint is in the current word once again. The human eye movement that the viewpoint moves to next word, moves the viewpoint to the first word of next line and sees a word more than two times is simulated using this model.
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1 Introduction
The pixel density is high around the center of the retina and low in the peripheral of it. The vision such as this is called the foveated vision. The CCD devices are developed to generate foveated vision[1][2][3]. Some researchers propose the model of the eye movement based on foveated vision[4]. We uses the foveated vision to simulate the human vision. When human feels the movement of an object, the viewpoint moves to the next viewpoint reflectively. It is difficult to realize the eye movement in wide region using the computation model, as the eye based on the foveated vision is controlled in the region of a foveated vision[4]. The short-term memory and task model are not discussed in the model of these eye movements.

In the other hand, the macro model consisted of the sensory register, the short-term memory, and the long-term memory is proposed in the psychological field[5]. The information derived from the sensory register is saved in the short-term memory. We introduce the short-term memory to the eye movement to realize the eye movement in wide region using the computation model. While the viewpoint moves quickly, we do not have the feeling that eye moves quickly. We show that the viewpoint moves to wide region by moving the viewpoint based on the short-term memory image generated using low level features. It is reported that the viewpoint moves to the first word of next line from the end of line in a moment. But we cannot identify the first word of the next line in the end of line, because the resolution is too low in the periphery of the retina. We introduce the short-term memory to identify the first word of the next line in the end of line. The viewpoint can be moved to the first character of next line using the image which is integrated the foveated images saved from the first word identified in the line. We call the image the short-term memory image in this paper. These mechanism is also used the eye movement that we see a word more than two times. If the edge features derived from the short-term memory image in the current word is over the threshold, the viewpoint moves to next word. If not, the viewpoint is in the current word once again.

It is difficult to realize the eye movement in the computation model because eye movement depends on tasks, while the psychological aspects in the eye movement is studied[6]. In the computer vision, the problem that defines the next viewpoint according to tasks is discussed [7][8][9][10][11]. In these studies, the viewpoint is defined according to tasks. But the eye movement based on the images received in the receptive field is not discussed. On the other hand, the
subsumption architecture that does not use the serial execution but the parallel execution of modules in the perception and control[12]. The parallel object-oriented model is studied in the field of the distributed architecture of the computer network[13]. It is discussed that it is important to define the viewpoint by detecting the edge features independently[11][14].

We propose the eye movement based on the parallel object-oriented model. We realize the eye movement in the small region that the viewpoint moves to the next word and in the wide region that the viewpoint moves to the next line in order to realize the eye movement in reading using the computation model by changing the range of the attention. We show the effectiveness by comparing the proposed model to the human eye movement[6][16].

We explain the foveated vision in section 2 and the short-term memory image in section 3 and the eye movement based on the task model and the short-term memory in section 4. In section 5, we show the effectiveness by introducing the eye movement in the computation model based on the task model and the short-term memory to the eye movement in reading.

2 Foveated vision

Wilson proposed the space variant receptive field. As the scale and rotation are variant, the log-polar mapping is used as the image sampling model of the machine vision. It is necessary to change the radius of the receptive field, as the radius in the center of the retina is bigger than the radius in the periphery of the retina. So the eccentricity of the nth ring \( R_n \) is the following:

\[
R_n = R_0(1 + \frac{2(1 - Ov)Cm}{2 - (1 - Ov)Cm})^n,
\]

where \( R_0 \) is the radius of the fovea. \( \frac{Cm}{2} \) is the ratio of the diameter of the receptive field to the eccentricity of that receptive field from the center of the fovea. \( Ov \) is the overlap factor. If the receptive fields touch each other, \( Ov = 0 \). Also, the radius of the receptive field on the nth ring is \( R_n \), the number of receptive fields is \( \frac{2\pi}{Cm(1-Ov)} \) per ring, and the angle of nth receptive field is \( \theta = Cm(1 - Ov) \ast m \).

The retina and the sparse information in the peripheral vision. Figure The horizontal axis is \( m \) in \( \theta \) and the vertical axis is \( n \) in \( R_n \).

3 Short-term memory image

In the short-term memory, the information can be saved in the short term by about 20 seconds. The two roles are to send the information received from the sensory register to the long-term memory. and to encode the information according to the request. We pay attention to the relation between vision and short-term memory.

Though human recognize the space while the viewpoint moves quickly, human does not have the consciousness. We generate two dimensional image that human feels in brain, while the viewpoint moves quickly based on the short-term memory.

At first, we explain the algorithm generating of the short-term memory. The short-term memory image is the image which human feels in brain. We compare the \( n \) value in the previous image to the \( n \) value in a foveated image. If the \( n \) value is smaller than \( n \) value in the previous image, we renew the \( n \) value and RGB value in the pixel. The constraint of the capacity in the short-term memory is discussed. The time value is set in the pixel of the short-term memory to introduce the concepts of the capacity to the short-term memory. The pixel value that has been seen before, can be cleared from the short-term memory image using time value.

Next, we explain the algorithm moving eye based on the short-term memory image. The RGB value is detected in the position of the receptive filed. \( R^\theta \) image is generated from the information of the receptive field. The low-level features such as brightness, edge and corner are detected.

\[
f_i = l(\sum_{j=0}^{P}(\alpha_jg(n_j)))
\]

\( f_i \) is the evaluation for the features of the \( P \) number such as brightness, edge and corner. \( l() \) is the function. \( g() \) is the function to encode the resolution information corresponding to the eccentricity of the receptive field. \( \alpha_j \) is the weight of feature \( j \).

\[
ff_i = \frac{f_i}{\sum_i f_i}
\]

\( ff_i \) is the probability moving the viewpoint to the feature \( i \). The viewpoint is defined using the probability \( ff_i \), \( g() \), the number \( P \) of the features, the features and the weight \( \alpha_j \) change according to tasks. We use the edge feature for the experiment in reading and the step function for the function \( g \).

4 Algorithm of eye movement based on task model and short-term memories

In general, a task consists of tasks, as the task of the eye movement in reading is divided into the tasks that the viewpoint moves to the next line and to the next word. In this paper, we propose the model that a task is divided into tasks, and the task is executed based on the event which is the trigger to execute.
In general, the capacity saving the memory differs according to the tasks. The region of the attention is controlled according to tasks. The event is the trigger to execute the tasks. The task is executed on the event while the short-term memory related to the task is referred. When the task is finished, the short-term memory image is cleared, and the next task is executed.

We explain the algorithm using figure 3. At first, we explain the algorithm generating the short-term memory image on the sensory register and the short-term memory. We explain the algorithm in the sensory register as shown in figure 3(a).

- $R\theta$ image is generated from the features gotten in the receptive field.
- The edge, corner and color features are detected from the $R\theta$ image.
- $R\theta$ image, features and the candidates of the next viewpoint is sent to the short-term memory.

We explain the algorithm in the short-term memory as shown in figure 3(b).

- The information of $R\theta$ image derived from the receptive field is sent to the short-term memory.
- Short-term memory images based on $n$ value, RGB value and feature are rewritten by recovering a $R\theta$ image.
- The pixels are cleared from the short-term memory image, if the time is over the constant time.

Next, we explain the algorithm of the eye movement based on the task model and the short-term memory as shown in figure 3(c). As soon as the event is detected, the task corresponding to the event is executed. The short-term memory image is generated by integrating RGB values in the receptive field for all tasks using the short-term memory images as shown in figure 3(d). These tasks are designed based on the object-oriented model. A task is defined as an object composed of a short-term memory feature image, $n$ value image, time value image and a event.

## 5 Evaluations

### 5.1 Evaluation of the short-term memory

The region size of the short-term memory changes by the eye movements as the capacity of the short-term memory changes. We estimate the capacity of the short-term memory which can be saved the foveated images of 1, 10, 20 and 50 viewpoints. Figure 1 shows the graph that $x$ axis is the number of eye movement, and $y$ axis is the capacity of the short-term memory. Figure 2 (a) and (b) show the track of the eye movement generated using the computation model.
of the short-term memory which can be saved a viewpoint and 50 viewpoints. Though the viewpoint moves in the small region in figure 2 (a), the viewpoint moves in the wide region in figure 2 (b). From these results, it is found that the region of the eye movement changes by changing the capacity that the short-term memory can be saved. It is possible to change the attention region according to tasks by defining the capacity of the short-term memory corresponding to a task.

### 5.2 Evaluation of the task model

To realize the eye movement in reading, it is required that the viewpoint moves to the next word in the small region and to the next line in the wide region. We introduce two short-term memories for the eye movement in reading in order to change the attention region according to tasks. The task that the viewpoint moves to the next word is executed on the line and the task that the viewpoint moves to the next line is executed on the end of line. The priority of the task that the viewpoint moves to the next line is higher than the priority of the task that the viewpoint moves to the next word. When the end of line is found, the task that the viewpoint moves to the next line is executed referring to the short-term memory. After that, the short-term memory related to the task is cleared. When the viewpoint is on the line, the task that the viewpoint moves to the next word is executed referring to the short-term memory and the short-term memory related to the task is cleared. After that, the short-term memory is saved again. These tasks are executed by computing the density of the short-term memory image.

To cover a word with the attention region, the attention region is rotated around a current fixation position and the number of edge pixels is calculated in the attention region with every direction. The edge density is measured every direction in the forward and backward direction of reading. The word under the current viewpoint is extracted using the regions with high edge density in the forward and backward direction of reading (figure 4(a)) and the next word is extracted in the forward direction of reading (figure 4(b)). If the edge density of the attention region including the word under the current viewpoint is over the threshold, the next viewpoint is determined from the attention region covered the next word. If not, the next viewpoint is determined from the attention region covered the next word. The next viewpoint is defined from the edge features existed under space after the position which is the first character on the line is found (figure 4(c)). We can find the next viewpoint from the edge features existed under the first word in the current line. If the short-term memory is used, an eye movement is only required to find the edge features existed under the first word of the current line. If not, many times of eye movements are required to find the edge features existed under the first word of the current line.

We compare the track of the eye movement using the short-term memory image to the track of the eye movement not using the short-term memory image in this experiment. We use $R_0 = 0$, $Cm = 0$ and $Ov = 0$ parameters to generate the foveated vision. Figure 5 is the example of the text image using the experiment. Figure 6(a) and (b) show the short-term memory image for the task that the viewpoint moves to the next word and to the next line. The short-term memory and the task model are not used in figure 6(c), but in figure 6(d).

In the case of not using the short-term memory and task model, eye moves to the top of the line step by step and moves to the top of the next line when the viewpoint is on the end of the line, In the case of using the short-term memory and task model, eye moves to the top of the next line when the viewpoint is on the end of the line. The difference between figure 6 (c) and (d) is the number of the eye movement. The reported human eye movement is not similar to the eye movement in the former computation model but similar to the eye movement in the latter computation model.

We simulate the eye movement in reading the folded text image to show the result clearly. Figure 7(a) is the example of the folded image used in the experiment. Figure 7 (b) and (c) show the short-term memory image for the tasks that the viewpoint moves to the next word and to the next line. The short-term memory and the task model in the computation model of the eye movement are not used in figure 7 (d) but in figure 7(e). Though the difference between figure 6 (c) and (d) is the number of the eye movement, the difference between figure 7 (d) and (e) is not the number of the eye movement but also the track of the eye movement. The human eye movement is measured using the eye movement detection machine, while human read the folded text image shown in figure 7(a). We use EMR-8 made by NAC company to measure it. The measured human eye movement is not similar to the eye movement in the former computation model but similar to the eye movement in the latter computation model.

It is easy to generate the computation model of the eye movement for the new task using the short-term memories and task model. As a task is defined as an object in the object-oriented model which composed
of a short term memory feature image, an event, the
n value image and time value image, it is easy to add
and delete a task to the computation model.

6 Conclusions
In this paper, we propose the eye movement in the
computation model based on the short term memory.
We simulate the eye movement in reading that consists
of the tasks that the viewpoint moves to the next line
and the next word. The eye movement that the view-
point moves to next line is simulated by introducing
the short term memory image, though the first word
of next line can not be identified in the case of using
the foveated vision because the resolution is too low
in the periphery of the retina.
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Figure 3: Algorithm of the eye movement based on the task model and the short-term memories in reading.

Figure 4: (a) The modification of the attention region. (b) The extraction of the next word. (c) The extraction of next line.

Figure 5: Text image
Figure 6: (a) The feature image on the foveated vision for the task that the viewpoint moves to next word along the line. (b) The edge feature image of short-term memory for the task that the viewpoint moves to next line. (c) The track of the eye movement without using the task model and the short-term memories. (d) The track of the eye movement using the task model and the short-term memories.

Figure 7: (a) Folded text image. (b) The edge feature on the foveated image for the task that the viewpoint moves to the next word along the line. (c) The edge feature image of short-term memory for the task that the viewpoint moves to the next line. (d) The track of eye movement without using the task model and the short-term memories. (e) The track of the eye movement using the task model and short-term memories. (f) The result measuring human eye movement.